
Bidirectional processing III: 
feedforward & feedback networks for object 

perception

Focus on empirical studies in humans





connection to Bayes

does the visual system use built-in knowledge of how images 
are naturally generated to predict the input I, based on 

candidate “explanations” f(S)?

p(S|I) = p(I|S)p(S)
p(I)

p(S|I) / p(I � f(S))p(S)

If so, such a mechanism could be used to test and sort 
through competing explanations



Evidence for the visual system to do anything like this?



How can one study feedback in humans? 
Psychophysics? Large-scale imaging?

look for effects of spatial context 
on early, local processing

. ..

Vn

Vn+1

small receptive 
fields, 

local features

take advantage of the hierarchical 
structure of visual cortical areas

larger receptive fields, 
integration of features into 

global forms



Vn Vn+1

contextual information can be 
integrated feedforward, laterally 
within an area, and through 
feedback

. ..
Vn

Vn+1

…some caveats

..and the elephant in the room
Sherman and Guillery



Diamond
shape perceived

Line fragments 
perceived

Murray, Kersten, Olshausen, Schrater, & Woods (2002)

Fang, Boyaci, Kersten, Murray (2008)

V1 activity decreases when the diamond shape is 
perceived

LOC—a high-level object area— activity is increases 
when the diamond shape is perceived

fMRI activity in V1

But is the modulation of low-level 
activity localized to early feature detectors? 

one of the perceptual 
states - a “diamond” 

shape



But is the suppression localized to cortical 
regions corresponding to the features and 

properties?

Take advantage of the high degree of orientation 
selectivity in early cortical areas, and selectivity to 

whole forms in higher cortical areas



Is the suppression localized to early 
feature detectors?  A psychophysical test

use adaptation--psychophysicist’s “electrode”

adapt testvertical
appearance

tilted
appearance

adapt testnormal
appearance

fattened
appearance

assumption: 
adapts neurons 
in early cortical 

areas, V1 

assumption: 
adapts 

neurons in 
high-level 
cortical 
areas 

He, D., Kersten, D., & Fang, F. (2012). Opposite modulation of high- and low-level visual aftereffects by perceptual 
grouping. Current Biology, 22(11), 1040–1045.



He, D., Kersten, D., & Fang, F. (2012). Opposite modulation of high- and low-level visual aftereffects by perceptual 
grouping. Current Biology, 22(11), 1040–1045.

diamond 
perceived

oriented patches 
perceived

use occlusion cues to manipulate perception of 
diamond shape vs. four separate oriented grating 

patterns



Non-diamond Diamond Non-diamond Diamond

Tilt after-effect Shape after-effect

The results showed opposite modulation of high- and low-
level visual aftereffects as a consequence of perceptual 

grouping

Perceptual grouping (“diamond percept”) reduces the strength of 
adaptation to local tilt, while amplifying the effect of adaptation to a whole 
shape, consistent with localized lower-level, feature-specific modulation, and 
with predictive coding—local, feature-specific suppression.



resolving ambiguity using 
high-level knowledge

Exploit the hierarchical organization of object knowledge, and use 
feedback to solve ambiguity through “explaining away” 

“predictive coding” as top-down error detection  

• suppress lower-level responses to features “explained” by 
a higher-level interpretation 

and/or amplify those responses (“residuals”) that are not 
explained

cf. Mumford, 1992;  Rao & Ballard, 1999 

Bastos, A. M., Usrey, W. M., Adams, R. A., Mangun, G. R., Fries, P., & Friston, K. J. (2012). Canonical 
Microcircuits for Predictive Coding. Neuron, 76(4), 695–711.



…summary so far
Evidence for suppression of local activity in V1 as a 
consequence of higher-level, global perceptual 
organization—i.e. suppression when all the local 
features have been “explained”.

p(S|I) / p(I � f(S))p(S)



“predictive coding”
through suppression of consistent 

features at lower levels

Lower area
(V1) Higher area

HiLo

Predictive
estimatorInput

Inhibition

Feedforward
error signal

Feedback
prediction

e.g. Rao, R. P., & Ballard, D. H. (1997). Dynamic model of visual recognition predicts 
neural response properties in the visual cortex. Neural Comput, 9(4), 721-763.
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Predictive
estimatorInput

Inhibition

Feedforward
error signal

Feedback
prediction

HiLo

Lower area
(V1) Higher area



Lee & Mumford, 2003, JOSA

HiLo
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x0 x1 x2

binding through enhancement
of consistent features at lower levels

Lower area
(V1) Higher area
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binding information across 
levels of abstraction

• amplify lower-level responses consistent with high-level a explanation 

• perhaps important given clutter 

• cf. Li, W., Piëch, V., & Gilbert, C. D. (2008). Learning to Link Visual Contours. Neuron, 57(3), 
442–451. 

• Qiu, C., Burton, P. C., Kersten, D., & Olman, C. A. (2016). Responses in early visual areas to 
contour integration are context dependent. Journal of Vision, 16(8), 19–18. 

• and/or subsequent tasks that involve decisions across spatial 
scale within an object

cf. Grossberg & Mingolla, 1985; Ullman, S, 1995



localized enhancement of V1 & V2 voxel activity depends on the 
complexity of the perceptual selection/integration problem

Cheng Qiu, Philip Burton, Daniel Kersten, Cheryl Olman (2016) Responses in early visual areas to contour integration are context 
dependent.  Journal of Vision

~2mm fMRI in V1/V2

In background clutter, V1/V2 activity in 
target region increased for aligned vs. 

unaligned features 

AND functional connectivity between V1-V2 
also increased when perceiving aligned 

versus unaligned contours in background

alnb-uanb albg-uabg alnb-uanb albg-uabg

Li, W., Piech, V., & Gilbert, C. D. (2006). Contour saliency in primary visual cortex. Neuron, 50, 951– 962, doi:10.1016/j.neuron.
2006.04.035.  

Gilad, A., Meirovithz, E., & Slovin, H. (2013). Population responses to contour integration: Early encoding of discrete elements and 
late perceptual grouping. Neuron, 78, 389–402, doi:10.1016/j. neuron.2013.02.013.  



Mannion, D. J., Kersten, D. J., & Olman, C. A. (2015).

Consistent with: Muckli, L., De Martino, F., Vizioli, L., Petro, L. S., Smith, F. W., Ugurbil, K., 
Goebel, R. and Yacoub E. (2015). Contextual Feedback to Superficial Layers of V1.

Preference for coherent 
patches found in more 
superficial layers of V1 

due to feedback and/or lateral 
connections?

Distance from white matter 

Larger fMRI responses to peripheral patches belonging to the 
perceived “coherent” image

non-coherent conditions for nodes based on their distance from the
centre node, in 2-mm-wide bins with left edges equally spaced
between 0 and 8 mm and for nodes at distances greater than 10
mm.
Finally, we investigated whether the coherence effect depended

on the cortical depth within V1 (the relative distance between the
white and pial surfaces). We defined a set of bins that were each
20% of the distance between the white and pial surfaces and placed
at 20% intervals from 0 to 100% (Olman et al., 2012). We then
used AFNI/SUMA’s 3dVol2Surf to average the timecourses of the
voxels within each depth bin for each participant, forming a cortical
surface representation for each participant, bin and hemisphere.
These surfaces were then analysed with the same GLM approach as
applied for the main analysis, yielding an estimate of the response
to coherent and non-coherent conditions at each depth bin.

Results

We presented observers with natural image patches in an array of
apertures that tiled the visual field. By altering the allocation of source
images to the apertures, we manipulated the likelihood that a given
aperture would be in the context of image structure from the same (co-
herent) or not from the same (non-coherent) scene. Importantly, a dif-
ference in the response to coherent and non-coherent presentations
cannot be attributed to different local image properties – over the
course of the experiment, each aperture displayed the same set of
images in both the coherent and the non-coherent conditions.
We find that coherent and non-coherent image patches evoked

different levels of blood oxygen level-dependent (BOLD) response
in human V1, with coherent and non-coherent stimulation leading to
an average of 1.60 and 1.51 psc units change, respectively (nor-
malised for differences in overall level of activation across partici-
pants; SEM = 0.01), as shown in Fig. 3. This difference was
statistically significant (paired sample t7 = 3.08, P = 0.018). Hence,
the local V1 response can be affected by the consistency of its sur-
rounding context with the overall scene, with the response increas-
ing for a coherent relative to a non-coherent context.

We conducted additional exploratory analyses to investigate the
characteristics of the apparent differences between the coherent and
non-coherent conditions. First, we were interested in determining
whether the coherence effect depended on aperture eccentricity. To
investigate this, we calculated the response to coherent and non-
coherent conditions separately for apertures in the three eccentricity
rings in the array: inner, middle and outer (see Fig. 1). The magni-
tude of the coherent and non-coherent difference was significantly
different across the eccentricity rings (interaction between coherence
and eccentricity in a two-way repeated-measures ANOVA;
F2,14 = 5.11, P = 0.022). As shown in Fig. 4, a significant differ-
ence between coherent and non-coherent conditions was evident in
the middle and outer eccentricities but not at the inner eccentricity.
For apertures at the inner eccentricity, coherent and non-coherent
conditions evoked response magnitudes of 1.12 and 1.09 psc,
respectively (paired sample t7 = 1.78, P = 0.118). Response magni-
tudes were 1.82 and 1.71 psc, respectively, for coherent and non-
coherent conditions for the middle eccentricity apertures (paired
sample t7 = 2.81, P = 0.026), and 1.74 and 1.62 psc for apertures
at the outer eccentricity (paired sample t7 = 3.47, P = 0.010).
We then investigated whether the apparent difference between

coherent and non-coherent stimulation depended on the position
within each aperture. For each participant, we determined the centre
of each aperture’s V1 representation and then calculated the distance
across the cortical surface of each aperture’s constituent nodes (see
Fig. 5A). As shown in Fig. 5(B), the average BOLD response eli-
cited by both coherent and non-coherent conditions decreased with
distance from the aperture centre, reaching a minimum at approxi-
mately 8–10 mm from the centre. The magnitude of the difference
between coherent and non-coherent responses was significantly dif-
ferent across the distances from the aperture centre (interaction
between coherence and distance in a two-way repeated-measures
ANOVA; F5,35 = 8.06, P < 0.001), and displayed a significant nega-
tive linear trend (one-sample t7 = !4.78, P = 0.002). As shown in
Fig. 5(C), the difference between the responses to the coherent and

Fig. 3. Response in V1 to coherent and non-coherent image patches. The
vertical axis shows the response amplitude (percentage signal change units,
psc), and the horizontal axis shows the experiment conditions, with coherent
and non-coherent depending on the relationship between an aperture’s image
patch and that of the other apertures in the display. The points show the
BOLD response (normalised for differences in overall activation levels,
across participants) averaged over participants, source images and apertures,
and the lines are "1 SEM.

Fig. 4. Response in V1 to coherent and non-coherent image patches for
apertures at different eccentricities. The vertical axis shows the response
amplitude (percentage signal change units, psc), and the horizontal axis
shows the eccentricity of the apertures. Points show the BOLD response
(normalised for differences in overall activation levels, across participants)
averaged over participants, source images and apertures at a given eccentric-
ity (squares and diamonds show coherent and non-coherent conditions,
respectively), and the lines are "1 SEM. Asterisks mark comparisons that
are statistically significant (P < 0.05).

© 2015 Federation of European Neuroscience Societies and John Wiley & Sons Ltd
European Journal of Neuroscience, 42, 2895–2903

Scene coherence can affect V1 responses 2899

Coherent Non-coherent



…but we haven’t always found localized 
suppression when local patches “fit” the 

larger context



Mannion, Kersten & Olman

~1mm fMRI in V1

some patches are consistent with scene (Coh) and 
some not (Non)



suppression vs. enhancement mechanisms: 
a flexible feedback/lateral strategy?

Qiu, C., Burton, P. C., Kersten, D., & Olman, C. A. (2016). Responses in early visual 
areas to contour integration are context dependent. Journal of Vision, 16(8), 19–18.



S D

Dc

size 3D depth

angular 
extent

depth 
cues

?

✓

inferring the size of an object



Perceptual effect: ∼17%

 17 

FIGURE CAPTIONS 

 

Figure 1  Stimulus for the behavioural and fMRI experiments. (a) In the behavioural 

experiment subjects were asked to adjust the front sphere to match the angular size of the 

back sphere so that the two images of the spheres would perfectly overlap if they were to be 

moved to the same location on the screen.  All subjects judged the angular size of the back 

sphere to be larger (mean = 17%, diameter; s.e.m. = 1.9%) than a physically equivalent front 

sphere. (b) A schematic of the experimental design used in the fMRI experiment.  Subjects 

maintained fixation on a small green dot.  The spheres were rendered with counter-phase 

flickering checkerboard patterns.  Each condition was presented in succession for 10 s, and 

then repeated 5 times in each scan. 

 

http://vision.psych.umn.edu/users/boyaci/Vision/SizeAppletLarge.html

S

✓ ⇡ S/D

perceptual estimation of the size of an 
object

http://vision.psych.umn.edu/users/boyaci/Vision/SizeAppletLarge.html
http://vision.psych.umn.edu/users/boyaci/Vision/SizeAppletLarge.html


does 3D context modulate 
the size of the “neural image” in human V1?

V1 has a retinotopic map, so for an actual increase in 
ring size in the image, we expect:

Huk, A. C. (2008) Visual Neuroscience: Retinotopy meets Percept-otopy, Current Biology, 18, 21, 
R1005-1007.



Front 
ring

Back 
ring

what was found for an illusory increase in ring size

attend-to-ring 
condition

Fang, Boyaci, Kersten, & Murray, 
S. O. (2008). Attention-
dependent representation of a 
size illusion in human V1. 
Current Biology

Ni, A. M., Murray, S. O., & Horwitz, G. D. (2014). 
Object-Centered Shifts of Receptive Field 
Positions in Monkey Primary Visual Cortex. 
Curbio, 1–6



some proposed functions of feedback 
between visual cortical areas

• resolving local ambiguity using high-level 
knowledge 

• binding information across levels of abstraction in 
the visual hierarchy 

• accessing lower-level “expertise” as the task 
requires it



accessing lower-level “expertise”  

hierarchically organized expertise 
• Lee, T. S., Mumford, D., Romero, R., & Lamme, V. A. (1998); “Spatial 

buffer hypothesis” 
• Hochstein, S., & Ahissar, M. (2002); “Reverse hierarchy theory” 

“executive metaphor” — emphasizes flexible top-down 
computations



are foveal cortical neurons “consulted” for  the 
analysis of detail in the absence of direct stimulation? 

  
evidence from psychophysics 

Fan, X., Wang, L., Shao, H., Kersten, D., & He, S. (2016). 
Temporally flexible feedback signal to foveal cortex for 

peripheral object recognition. PNAS.



retinotopic property of early visual areas

some background



some background
• Voxels in non-stimulated foveal V1 contain 

information about object category when 
observers make within-category discriminations  

• Williams, M. A., Baker, Op de Beeck, H. P., Shim, W. M., Dang, S., 
Triantafyllou, C., & Kanwisher, N. (2008) 

• Transcranial magnetic stimulation (TMS) to 
foveal cortical areas most effective disrupting 
performance 350-400 msec after stimulus onset.  

• Chambers, C. D., Allen, C. P. G., Maizey, L. & Williams, M.  (2013) 

• Visual noise presented to fovea has a similar 
disruptive effect on task performance.  

• Wheldon et al. (2016); Yu Q &  Shim WM (2016); 



Is foveal processing only engaged for 
tasks requiring fine spatial detail?

Is deployment automatic or only when 
the task requires it?

Fan, X., Wang, L., Shao, H., Kersten, D., & He, S. (2016). Temporally flexible 
feedback signal to foveal cortex for peripheral object recognition. PNAS.





The temporal 
window when 
foveal noise 
disrupts the 
peripheral 
object 
discrimination 
occurs around 
250 msec.

but no 
corresponding 
drop for low-
pass filtered 
images of the 
objects



do the same experiment, but now incorporate 
mental rotation

Shepard & Metzler, 1971; Cooper & Shepard, 1973; …

Is deployment automatic or only when 
the task requires it?





The temporal window shifts 
the time that foveal noise 
disrupts the peripheral object 
discrimination when mental 
rotation was required as part 
of the peripheral object 
discrimination task.

Results are consistent with 
the idea that the foveal 
retinotopic cortex is not 
automatically engaged at a 
fixed time following 
peripheral stimulation, 
rather it occurs at a stage 
when higher level cortical 
areas are ready for and 
can use foveal cortical 
computations.



Further experiments show 

• narrow time window 

• closely coupled to saccade preparation 

• fMRI: both category and image property 
information (patch orientation) could be 
recovered from patterns of activity in foveal 
voxels, not directly stimulated



Computational functions of feedback: 
evidence in early human visual cortex?
neuroimaging and psychophysics consistent with  

• predictive coding 
• reduction of local ambiguity and signaling 

“unexplained” features 
• binding 

• depending on segmentation complexity and/or 
access to low-level features 

• psychophysical timing experiments requiring fine-grain 
discrimination of peripherally viewed objects consistent 
with feedback as accessing lower-level “expertise”
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